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A Smartphone-Based Laser Measuring System
for Gap and Flush Assessment in Car Body

Long Hoang Pham , Duong Nguyen-Ngoc Tran , Jin Young Byun , Chul Hong Rhie ,
and Jae Wook Jeon , Senior Member, IEEE

Abstract—This article presents a portable smartphone-
based laser measurement system (SLM) for measuring
gaps and flushes on a car body. The system is designed
to replace conventional gauges that are used by human
operators. The developed device consists of a smartphone
and an off-the-shelf laser-line projector held together by
a three-dimensional–printed structure. It captures images
of a laser line scattered on target surfaces, identifies the
extreme points on the laser profiles, and obtains gap and
flush measurements with minimal uncertainty. Since the
smartphone is used as the operational unit, the measure-
ment data can be stored and allows the capability for data
transfer with other storage locations. Experiments were
performed on the specimens and real cars to validate the
application of the developed system. The measurement un-
certainty on a real car was reported as ±0.201 mm for gap
and ±0.154 mm for flush.

Index Terms—Displacement measurement, image pro-
cessing, instrumentation and measurement, smartphone.

I. INTRODUCTION

T
HE inspection of gap and flush (G&F) between two sur-

faces on a car body is an ongoing research problem in

automobile manufacturing. The gap is the horizontal separation

between two surfaces, and the flush is the vertical displacement

between two surfaces in the orthogonal direction. As stated in

[1], defects resulting from large G&F between the car body and

various panels (doors, hood, and others) can create unpleasant

noises, poor insulation, or water leakage, which reduce the car’s

quality and performance over time. Hence, identifying defects

during the assembly process is crucial to prevent further failure

propagation to downstream processes.
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Fig. 1. Prototype of the SLM device using an Apple iPhone X.

Automation level of the assembly process enables G&F to be

measured autonomously in dedicated areas, exploiting station-

ary measurement systems as in [2]–[4]. These systems have the

advantage of speed, and complete electronic circuitry makes the

sensors respond quick enough to be used easily on a high-speed

production line. The only drawback of these systems is their high

cost, which hinders their use throughout the whole assembly

process. Thus, in some areas, operators still take G&F measure-

ments using feeler gauges and dial gauges. However, the latter

approach is subject to high human error and is time-consuming.

Additionally, no data are recorded during the inspection, re-

sulting in higher labor costs to store the measurement results

digitally.

The need to develop new instrumentation as a replacement

for conventional manual gauges is of great importance. One

attempt was made to adopt a portable stereo camera system for

handheld use [5]. However, the system requires placing fiducial

markers on the measuring targets to act as the feature points,

which is inconvenient. Pribanic et al. [6] turned smartphones

into 3-D reconstruction devices based on the infrared projection

of a pseudorandom dots (speckle) pattern and structured light

scanning. However, this system was built specifically for the

Samsung Galaxy Beam (which includes a camera and an embed-

ded Pico projector), which is no longer produced. Meanwhile,

portable laser triangulation-based devices have been on the rise

in the market, such as GapGun Pro [7], LMI LaserGauge [8],

and In-sight Laser Profiler [9]. Unfortunately, these devices are

too expensive to be used widely in low-cost applications. In

the literature, researchers have been trying to develop more

accessible devices. Slossberg and Kimmel [10] developed a 3-D
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Fig. 2. Overview of the workflow of the SLM system.

scanner using a smartphone and an inexpensive laser pointer.

The drawback of this system is that additional fiducial markers

must be placed beside the scanned objects to perform a 3-D

reconstruction of the observed objects based on a point cloud.

The fiducial marker with known dimension provides the conver-

sion from the pixel measurement to the standard measurement

unit. In the GO0D MAN project [11], the authors developed

a smartphone-based G&F measurement system [12], equipped

with a series of sensors including a Raspberry Pi Zero, a PiCam

camera, a time-of-flight (ToF) laser module, and a 405-nm

laser line projector. In this system, the Raspberry Pi manages

data acquisition and processing, while the smartphone acts as

the middleware for exchange of data with the production line

and powers the whole system. However, the extra hardware

components increase the overall cost of the device.

Inspired by [12], this work presents a novel smartphone-based

laser measuring (SLM) device to measure G&F on a car body.

The main contributions are as follows.

1) The SLM system consists of only a smartphone and a

laser line projector. The device uses the smartphone as the

image acquisition, processing, and communication unit.

Hence, no additional hardware or sensors are needed.

2) Measurement software is developed consisting of laser

profile extraction applying a center of mass peak (CoMP)

detection algorithm, localization of extreme points based

on a circle fitting algorithm, and a direct calibration

method using polynomial fitting with known G&F di-

mensions to translate pixel measurements to real-world

values.

3) Finally, a working prototype of the SLM device has been

developed. Experiments were conducted to verify the

effectiveness of the proposed approach relative to manual

inspection.

The novelty of the proposed approach lies in the use of only

a smartphone camera to identify and measure G&F in real time.

Moreover, we developed efficient image processing algorithms

that can utilize smartphone capabilities. This introduces an

improvement over previous methods where additional sensors

were necessary. To the best of our knowledge, previous studies

have not followed a similar approach for G&F measurement.

TABLE I
MEASURING TARGET SPECIFICATION

TABLE II
HARDWARE COMPONENTS

The rest of the article is organized as follows. Section II

discusses the hardware design. Section III explains the SLM

software in detail. Section IV gives an exhaustive analysis of the

experimental results. Finally, Section V concludes this article.

II. HARDWARE DESIGN AND CHARACTERISTICS

A. Measuring Target Specification

The design starting point of the SLM device should be

the definition of the measuring target specifications. The gap

points between the car body and doors are considered. The

parts are made of aluminum painted in black or white. The

characteristics of the targets to be measured and the required

tolerances are shown in Table I. Because our system lever-

ages several off-the-shelf components, our design must con-

sider the properties of each component that together address

several challenges. Hardware characteristics are summarized

in Table II.
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B. Laser Speckle Effect

The laser speckle effect on different surfaces of different

materials (e.g., translucent, transparent, and reflective) is a well-

known issue that causes variations in the intensity of the laser line

in the image. This is because waves of laser light reflected from

different parts of the target surface impinge on the sensor with

different phases, causing different optical paths. One possible

solution is to use a laser with short wavelength. The SLM device

uses a laser of 405-nm wavelength (violet-blue) since it has been

demonstrated to provide the best results on all surfaces of the

car body [12], [13]. The laser projector is a 20 mW type and can

be powered by 5 V batteries.

C. Phone Processor Performance

Fig. 4 shows the per-frame total processing time of the SLM

software versus image resolution. Running at a full camera frame

rate of 60 f/s allows 16.66 ms to process each frame. We also

notice a spike in CPU usage from 67% (at 1280 × 720 resolu-

tion) to 135% (at 1920×1080 resolution). This means that the

CPU was overclocked during processing of a higher-resolution

image, which significantly increases power consumption and

temperature, and can damage the device over extended usage.

Therefore, we capture images at 1280 × 720, which optimizes

computational cost and CPU usage within the limits of the

smartphone’s computing performance.

D. Camera Sensor

This study uses an Apple iPhone X with 12-megapixel wide-

angle CMOS (Complementary Metal Oxide Semiconductor)

sensor (rear camera) that has a focal length of 4.25 mm and

physical sensor dimensions of 4.8 × 3.6 mm. It has a fixed

aperture of f/1.8, shutter speed range of t = 1/12 000–1/4 s,

and sensitivity (ISO value) range of S = 22–2112.

E. Reverse Geometry Triangulation

Fig. 3(a) shows the reverse geometry of triangulation, which

consists of a laser projector and camera separated by a baseline

distance b = 65 mm. A laser line is projected onto the target

surface at an angle α = 45◦ while a camera detects scattered

light, facing perpendicular to the surface. An image of the

laser line is, therefore, captured by the camera, from which

the laser profile Z(X) can be computed through trigonometric

relations. G&F are then extracted by processing the Z(X)
profile. The advantage of this setup is that any small change in

the object height produces a large shift in the laser line position,

making it better for measuring small differences in flush. The

depth sensing range ∆Z is shown in Fig. 3(b) and can be

calculated as

Zmin =
b cosα cos θ

2

cos(α− θ
2 )

;Zmax =
b cosα cos θ

2

cos(α+ θ
2 )

∆Z = Zmax − Zmin (1)

which gives Zmin = 39.5 mm, Zmax = 182.8 mm, and ∆Z =
143.3 mm. The horizontal sensing range ∆X at a distance Z

Fig. 3. (a) Reverse geometry triangulation setup. (b) Sensing range.

Fig. 4. Total processing timer per frame and CPU usage by our image
processing kernel versus image resolution.

depends on the laser optic fan angle θL

∆X = 2
√

b2 + Z2 tan
θL
2

(2)

where the stand-off distance is Z = 110 mm, ∆X = 68.1 mm.

The sensing ranges ∆Z and ∆X satisfy the measuring charac-

teristics mentioned in Table I.

F. 3-D Structure

Fig. 1 shows the actual prototype SLM device developed for

this study. A custom 3-D–printed structure is made to satisfy

the triangulation setup specified in Table II. It also includes

removable stand-off supports of 110 mm length. The structure’s

handle also includes batteries to power the laser projector.

III. SLM SOFTWARE

A. Architecture

Fig. 2 describes the workflow of the SLM system for the G&F

assessment on a car body. The operator first locates the device on

the measuring target. The operator then presses the measure but-

ton, and images are captured and processed. The SLM software

applies the CoMP detection method to extract two laser profiles

at the subpixel level. The extreme points from each profile are

extracted. The G&F measurement algorithm estimates the pixel

dimensions between the two innermost extreme points. Finally,

polynomial regression is used to convert the measured pixel

dimensions to standard units (e.g., cm, mm). The measurement

results and the laser extraction are visualized on the smartphone

screen to provide visual feedback to the operator. A database is

used to record a history of all of the previous measurements.
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Fig. 5. Block diagram of hardware and software components.

B. Ambient Light Rejection

Our SLM system is an indoor laser measuring device; how-

ever, the laser line can be corrupted by ambient light (ceiling

lights). In this study, we use a temporal filtering technique to

reject ambient light interference. By adapting a shorter camera

exposure time, only the laser light is retained in the image [14].

For a digital camera, the exposure time is governed by

brightness ∝ N × t× S (3)

where the aperture value N indicates the size of the opening

in the lens to capture the light, which is a fixed value on a

smartphone camera. The shutter speed, t, sets the amount of time

the sensor is exposed to the light. The faster the shutter speed,

the darker the image will be. The ISO sensitivity, S, controls the

light absorption rate of the sensor. Reducing this value by half

means that double the amount of light is required to produce

the same image brightness. Hence, a low ISO value results in

darker images and less noise. At a short stand-off distance, a

laser pulsing at 20 mW, and a shorter camera exposure help to

overcome ambient light interference.

Instead of manually manipulating ISO and shutter speed, the

SLM software adjusts the exposure bias value. The exposure bias

is a high-level API provided by the smartphone operating system

(AVFoundation framework in iOS) to automatically adjusts the

ISO and shutter speed to achieve the desired brightness in the

image, as shown in Fig. 5. The SLM software subsequently

decreases the exposure bias (0.0 by default) until a thin laser line

appears in the image, such that the per-column pixel intensity

forms a sharp Gaussian distribution, as shown in Fig. 7(a). When

the width of the laser line is smaller than a threshold (21 in our

experiments), the adjustment process is completed. Fig. 6 shows

that an exposure bias value of −3.0 produces the best results

in both white and black colors. This algorithm provides good

rejection of indoor ambient noise as well as localizing the laser

line peak in the image for later steps.

C. Laser Profile Extraction

The laser profile extraction algorithm comprises of image

processing operations aimed at precisely locating the subpixel

position of the laser peaks in the image.

First, the blue channel is extracted from the RGB image

obtained from the camera, since the laser is operating in the

violet-blue region. Fig. 7(a) represents the blue channel with the

grayscale value for the pixel at the ith row and jth column, de-

noted by I(i, j). The image at this stage contains salt-and-pepper

noise. Median filtering is a low-cost and effective smoothing

technique to remove noise while preserving edges [15]. The

median filter works by moving a window through the image,

pixel by pixel, replacing each value with the median value.

The larger the window size, the stronger the smoothing effect.

Fig. 7(b) illustrates the effect of using three common window

sizes (3× 3, 5× 5, and 7× 7). We see that the 3× 3 median

filter has the best result visually. To quantitatively evaluate the

filtered images, peak signal-to-noise ratio (PSNR) and structural

similarity (SSIM) metrics are used [16]. Since higher PSNR and

SSIM values denote better image quality, the median filter with

a 3× 3 window size is chosen.

Second, the CoMP technique [17] is implemented to extract

the center position of the laser line per column at subpixel

accuracy. The location of the peak intensity in each column j
can be computed by

compj = i×

U
∑

i=L

I(i, j)

/

U
∑

i=L

I(i, j) (4)

where the lower boundary L and the upper boundary U deter-

mine the scanning interval and are calculated by

Lj = I(max, j)− 0.5 s;Uj = I(max, j) + 0.5 s. (5)

The scanning interval varies for each column depending on the

row index of the peak value

I(max, j) = argmax
i

(I(i, j)). (6)

The value of s controls the scanning interval conforming to the

Gaussian distribution of the laser intensity, which ranges from

several pixels to tens of pixels. From the experiments, s = 21 is

chosen to accommodate the spread of the laser line. Examples

of the CoMP extraction are shown in Fig. 8.

Third, the resulting compj in each column is connected to

its neighbors to form the subpixel laser line. Suzuki and Abe’s

border following algorithm [18] is applied to the CoMP image

to produce a set of contours. In Fig. 8, the laser line is broken

into three line segments, where the two left-right segments are

retained, and the rest are discarded using the following selection

criteria:

argmax
i,j

(lh(Cti, Ctj))

:= {Cti, Ctj ∈ Ct : max (lh(Cti) + lh(Ctj))} (7)

where Ct is the set of all extracted contours and lh(•) is the

length calculation function applied on each contour. The results

are a pair of left (CtL) and right (CtR) contours.

D. Extreme Point Localization

Two different methods are used to localize the extreme points

in the CtL and CtR contours. On a straight edge gap, the two-

point method is commonly used, in which a beginning point

and an ending point are selected from each laser line. For the

left contour, the ending point L2 is selected, while in the right

contour, the beginning point R1 is selected. These points are
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Fig. 6. Illustration the effect of different exposure settings on 405 nm laser light. First row: testing on white surface. Second row: testing on black
surface. The best setting is marked in red (best view in color).

Fig. 7. (a) Visualizing the Gaussian profiles of the 405-nm laser line.
(b) Median filter results using different window sizes.

Fig. 8. Illustrating the CoMP algorithm. (a) On straight edge gap.
(b) On curved edge gap.

then used to measure the G&F in a straightforward approach, as

depicted in Fig. 9(a).

However, cars are designed with flowing panels and curved

panels and rounded corners so that the two-points method cannot

be applied. Due to the geometrical characteristics of the laser

profile, the definition of G&F needs to be adjusted, as shown

in Fig. 9(b). The circle fitting method in [4] needs a predefined

radius to work correctly; hence, the curvature of the measured

Fig. 9. Extreme points localization using: (a) the two-points method for
flat edge gap; (b) the circle fitting method for curved edge gap.

object needs to be studied beforehand. This method is inconve-

nient. Instead, in this study, we devise an automatic curve fitting

method to obtain the measurement points L2 and R1 without

prior knowledge of the radius.

From analytic geometry, the circle passing through three non-

collinear points p1(x1, y1), p2(x2, y2), and p3(x3, y3) is unique

and can be found by solving the determinant equation
∣

∣

∣

∣

∣

∣

∣

∣

∣

x2 + y2 x y 1

x2
1 + y21 x1 y1 1

x2
2 + y22 x2 y2 1

x2
3 + y23 x3 y3 1

∣

∣

∣

∣

∣

∣

∣

∣

∣

= 0. (8)

To satisfy the requirement that the slopes of the line joining point

p2 and point p3 and the line joining point p1 and point p2 must

not be same

y3 − y2
x3 − x2

�=
y2 − y1
x2 − x1

. (9)

Equation (8) can be solved by evaluating the cofactors M1x for

the first row of the determinant. The determinant can be written

as an equation of these cofactors

(x2 + y2)M11 − xM12 + yM13 −M14 = 0. (10)

Because (x2 + y2) = r2, (10) can be simplified to

r2 − x
M12

M11
+ y

M13

M11
−

M14

M11
= 0. (11)
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Fig. 10. (a) Scatter plot for the residuals versus the real-world di-
mensions of G&F. (b) Plotting the weighted linear regression for gap.
(c) Plotting the weighted linear regression for flush.

Additionally, the general equation of a circle with radius r0 and

center (x0, y0) is

(x− x0)
2 + (y − y0)

2 − r20 = 0

⇔ r2 − 2xx0 − 2yy0 + x2
0 + y20 − r20 = 0. (12)

From Equations (11) and (12), we can solve for the radius r0
and center (x0, y0) of the fitted circle as

x0 = 0.5
M12

M11
; y0 = −0.5

M13

M11

r0 = x2
0 + y20 +

M14

M11
. (13)

Algorithm 1 shows the sequence needed to implement the

extreme points localization algorithm. The same process is

performed for both CtL and CtR contour. Examples of the

extracted extreme points can be shown in Figs. 9 and 11(d).

E. G&F Measurement

1) Gap & Flush Measurement: The G&F measurement is

done by determining the right-hand side of the equation

m = MB (14)

Algorithm 1: Extreme Points Localization Algorithm.

Input: Contour C := {CL, CR}
Result: Extreme points {L2, R1}

1) Initialize a vector of points in the contour C:

{p0, p1, . . . , pn}
2) Evaluate the noncollinear criteria of all points using

Equation (9)

a) If all points are collinear and |p0(y)− pN (y)| ≤ 3:

Extract {L2, R1} using two-points method and go

to step 5.

b) If points are noncollinear and

|p0(y)− pN (y)| ≥ 3: go to step 3.

3) Loop through all points {p0, p1, ..., pN} to determine

the best fitted circle:

ci = argmaxi,k(β(ci(k)))
with:

• ci(k) = Circle(pi−k, pi, pi+k) using Equation

(13)

• β(ci) =
∑N(ci)

h=1 E(ph)

N(ci)

• E(ph) =
{

1, if the pixel point ph ∈ ci ∧ ph ∈ C

0, otherwise

where β(•) is the circle factor, N(ci) is the total

number of points on the circle ci, and

k = [1, N − 1].
4) Readjust end point using the fitted circle ci

a) B = boundingBox(ci)
b) For CL: L2 is the top right corner of B
c) For CR: R1 is the top left corner of B

5) Obtain a pair of measuring points: {L2, R1}

where m is the measurement in standard units (mm), M is

the measurement in pixels, and B is the pixel resolution for

G&F measurement. M can be obtained following the reverse

triangulation principle presented in Fig. 3(a). The measurements

in pixel M of G&F can be calculated as

M =

[

G

F

]

=

[

∂X

∂Z

]

=

[

1 0

0 1/ tanα

][

∂x

∂y

]

(15)

where ∂Z is the height difference (i.e., flush) and ∂X is the

horizontal difference between the two panels (i.e., gap). As

shown in Fig. 9, ∂y is the normal distance between the point

R1 on the right panel with the reference line constructed from

points L1 and L2 on the left panel

∂y =
|(xL2

− xL1
)(yL1

− yR1
)− (xL1

− xR1
)(yL2

− yL1
)|

√

(xL2
− xL1

)2 + (yL2
− yL1

)2
.

(16)

The horizontal distance ∂x can be inferred by using the

Pythagorean equation and the distance between two extreme

points L2 and R1

∂x =
√

(xL2
− xR1

)2 + (yL2
− yR1

)2 − ∂y2. (17)
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Fig. 11. Experimental procedure. (a) Reference standard. (b) Measuring spots on real car: white boxes are measuring point on the car’s right side
while gray boxes are measuring points on the car’s left side. (c) Using the SLM device in contact operation mode. (d) Examples of extreme points
localization using circle fitting approach for curved panels and rounded corners.

TABLE III
OPTIMUM POLYNOMIAL ORDER ANALYSIS

From (15) and (18), the G&F measurement can be obtained

using (14). Finally, the measured results and laser profiles are

displayed on the smartphone screen, signaling one completed

measurement.

2) Calibration: To complete the right-hand side of (14),

the pixel-to-real-world conversion coefficientsB = [Bg,Bf ] are

needed. A direct calibration method was performed on a standard

reference with 18 known G&F values [see Fig. 11(a)]. The gap

value has a range of 2.0–4.2 mm, and the flush value has a

range of 0.0–2.2 mm. These two ranges satisfy the requirements

stated in Section II. The SLM device was used to measure each

G&F point five times, and the obtained data are plotted against

the pixel dimensions, as shown in Fig. 10. We modeled the

relationship between the pixel and real-world dimensions using

the polynomial regression method.

First, we determine the optimum order of the polynomial

model by calculating the variance defined as Sr(m)/(n−m−
1), where n is the number of data points, Sr(m) is the sum

of the square of residuals, and m is the order of the poly-

nomial. The optimum order is considered as to be the one

where the variance is minimum or where there is no significant

decrease in its value as the degree of polynomial is increased.

From the variances in Table III, we choose the first-order

polynomial.

Second, ordinary linear regression is then applied on the

data. The scatter plot for the residuals versus the predicted

real-world G&F dimensions is shown in Fig. 10(a). This chart

shows evidence that the variances are not constant. In sit-

uations like this, it may not be reasonable to assume that

every observation should be treated equally, hence, weighted

least square is used to maximize the efficiency of parameter

estimation

Bg = (GTWgG)−1GTWgg

Bf = (FTWfF )−1FTWff (18)

where g and f are the real-world G&F dimensions, G and T
are the pixel G&F dimensions obtained from the extreme point

localization algorithm, Wg and Wf are the weighted matrices,

and Bg and Bf are the polynomial coefficients. The coefficients

Bg and Bf were estimated using an open-source statistics tool

[19] and are plotted in Fig. 10(b) and (c). The weighted linear

regression models show a good fit to the data and have the R2

values of 0.983 for gap and 0.996 for flush, respectively. After

that, Bg and Bf are stored in the database for later uses. Notice

that since the smartphone can be removed from the triangulation

structure, the SLM device is checked with the reference standard

before each measurement session to compensate for the offset

created when reattaching the smartphone to the SLM device.

More details are discussed in Section IV-A.

IV. EXPERIMENTS AND DISCUSSION

A. Uncertainty Evaluation

The experimental setup consists of two sets of reference

standard as shown in Fig. 11(a). Each set includes 18 points

with known G&F dimensions. The reference standards were

manufactured precisely using black anodized aluminum. In the

experimental procedure, one set was used as the calibration

standard and one was used as the test target. The same measuring

routine was performed on both the calibration standard and the

test target. The experiments were performed under laboratory

conditions with stable illumination conditions.

The measurement uncertainty of the SLM device must be

quantified and considered in order to demonstrate conformance

with specifications. The experimental procedure followed the

methodology for evaluation of measurement uncertainty indus-

trial measurement [20]. This method utilizes the practical tools
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TABLE IV
RESULTS FROM MEASUREMENT OF THE CALIBRATION STANDARD

of measurement systems analysis (AIAG’s MSA [21]) to obtain

the measuring process uncertainty (Type A), whereas defines

other uncertainty sources following the GUM manual [22].

The combined uncertainty can be calculated from calibration

uncertainty, repeatability and reproducibility uncertainty, and

temperature uncertainty, as described in the following sections.

B. Calibration Uncertainty

Before beginning the measurement session, the SLM system

needs to measure the calibration standard before being used

on the test target. This gives the measurement traceability to

primary standards. Each G&F point was measured ten times.

The deviation of the measurements on the calibrated spots from

the true values gives the calibration offset, as shown in Table IV.

The uncertainty of the calibration process is determined by the

worst-case value: 0.016 mm for gap and 0.013 mm for flush. In

addition, each point were verified by measuring the same spots

with a calibrated digital caliper (Mitutoyo model 500-151-20)

and digital flush gauge. Both instruments have an uncertainty of

0.01 mm (k = 2 for a 95% confidence). Dividing by 2 gives the

standard uncertainty of 0.005 mm (k = 1). The SLM device then

inherits this uncertainty. The combined uncertainty for the whole

calibration routine then becomes a component of uncertainty in

Table VI.

C. Repeatability and Reproducibility Uncertainty

Repeatability is estimated by making a series of measure-

ments, generally by the same person and under the same con-

ditions, and then finding the standard deviation of these mea-

surements. The repeatability captures uncertainty from random

variation in the use of the device by the operator. Hence, it

also includes uncertainty from alignment errors during repeated

measurements, and, therefore, does not need to be evaluated as a

separate component of uncertainty. Reproducibility is estimated

by making a series of measurements, each by a different person.

One method of determining both repeatability and reproducibil-

ity in a single test is a Gage Repeatability and Reproducibil-

ity (Gage R&R) analysis of variance (ANOVA). In the Gage

R&R study, 18 parts are measured by ten operators. In each

measurement, the operator aligns the SLM device, acquires the

measurement, and removes the device. Each point is measured

ten times in a random order, for a total of 1800 acquisitions. The

ANOVA statistical analysis is then used to quantify the varia-

tions in the results due to three sources: the actual component

variation, the repeatability of the measurement system, and the

reproducibility of results between different operators. The Gage

R&R study was performed using the statistical software Minitab

18, and the results of this study are shown in Table V. The total

Gage R&R standard deviations for gap are 0.064 mm and for

flush is 0.045 mm, respectively. These values are then included

in the uncertainty budget in Table VI.

D. Temperature Uncertainty

The temperature may affect measurements in terms of thermal

expansion of the object being measured. The change in length

of aluminum parts when exposed to different temperatures can

introduce uncertainty into the measurement. According to the

recommended indoor temperatures [23], the preferred tempera-

ture for exposures less than 3 h are 18.5 to 27 ◦C (when outside

is 35 ◦C) and 17 to 22 ◦C (when outside is 21 ◦C). Hence, the

maximum indoor temperature different is around 10 ◦C. The

linear expansion coefficient of aluminum is 23 µm/m◦C. One

spot on the reference standard consists of two panels, each

having a width of 0.02 m. Hence, applying the linear thermal

expansion formula [23], the total width difference is around

2× (0.02× 23e−6 × 10× 1000) = 0.009 mm. The maximum

height of the spot is 0.01 m, hence, the total height difference

is around 2× (0.01× 23e−6 × 10× 1000) = 0.005 mm. The

temperature uncertainty is included in the uncertainty budget

using a rectangular distribution.
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TABLE V
GAGE R&R STUDY OF THE SLM DEVICE

TABLE VI
G&F UNCERTAINTY BUDGET FOR REFERENCE STANDARD

E. Expanded Uncertainty

The reported combined uncertainty of the measurements is

determined by summing in quadrature as stated in GUM [22],

yielding values of 0.076 mm for gap and 0.045 mm for flush.

Therefore, the expanded uncertainty at a 95% confidence inter-

val, which is given by multiplying the standard error by k = 2,

is 0.133 mm for gap and 0.094 mm for flush.

F. Real Car Evaluation

A second experiment was set up on a real car to assess the

real-world application of the SML device. The experiment took

place in our lab’s indoor parking garage [in Fig. 11(b)], where

the lighting closely resembles the real factory conditions.

The same measurement routine was performed as in

Section IV-A. Before each spot was measured, the SLM device

was used to check with the calibration standard. A total of 12

spots on the car body were selected for testing. Each spot’s

nominal values of G&F were first validated by the calibrated

digital caliper and digital flush gauge, at 0.01 mm uncertainty.

Then, three operators measured each part ten times in a random

order. The operator aligned the SLM device, took the measure-

ment, and removed it afterward. The results of the Gage R&R

study using ANOVA for the measurement process are shown in

Table V. The total Gage R&R standard deviation is included in

the uncertainty budget, as shown in Table VII.

The temperature range is assumed to be similar to the one

defined in Section IV-A, where the maximum temperature dif-

ferent is around 10 ◦C. We assume the temperature uncertainty

is similar to the reference standard defined in Section IV-A.

TABLE VII
G&F UNCERTAINTY BUDGET FOR REAL CAR

Fig. 12. Plotting the mean and standard uncertainty of measure-
ments of each operator on real car. (a) Gap measurement. (b) Flush
measurement.

Hence, the same temperature uncertainty (gap: 0.009 mm and

flush: 0.005 mm) were added to the uncertainty budget.

The expanded uncertainty values in measurements of G&F

on the real car were 0.201 and 0.154 mm, respectively. Also, as

seen in Table V, variations between parts (Part-to-Part) account

for most of the uncertainty in the measuring process (95.16% for

gap and 97.05% for flush). Fig. 12 shows a plot of the mean and

standard uncertainty values of measurements by each operator.

As shown in the figures, all results fall clearly within the limits

of the specifications stated in Section II.

Another critical feature to be highlighted is the extreme points

localization for curved G&F measurements on a real car. The
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Fig. 13. (a) Illustration of the hybrid contact/noncontact operation
mode of the system described in [12]. (b) Real-world demonstration of
using the device.

SLM application can automatically detect a curved edge and

apply the appropriate extreme point extraction method. It was

possible to analyze the image and extract the subpixel position of

the extreme points with a high accuracy, as shown in Fig. 11(d).

G. Comparison With Other Methods

A comparison with the smart portable laser triangulation

system [12] shows the competitive advantages of the SLM

device. The device described in [12] comprises several hardware

components: a 405-nm laser projector, a Raspberry Pi Zero,

a Raspberry PiCam, a ToF laser module, and a smartphone.

In this system, the Raspberry Pi manages data acquisition and

processing, whereas the smartphone acts as the middleware for

exchange of data with the production line and powers the whole

system. The ToF sensor is used to switch ON/OFFthe laser source

when the device-to-target distance exceeds the functioning

range (around 30–40 mm). The operator needs to align the device

to the target surface as shown in Fig. 13. Hence, this device

operates in the contact measurement mode.

Meanwhile, the proposed SLM device also uses a 405-nm

laser projector. However, it uses a smartphone as both the image

acquisition device and the processing unit. The measurement

data are stored inside the smartphone’s and can be exchanged

with the plant middleware through Wifi communication. The

SLM device works in a contact mode in which stand-off supports

are used. Based on feedback from experiments, this helps in

improving the ease of use and also lowering the uncertainty

associated with operators. The Type A uncertainty of our SLM

device on a real car is 0.099× 2 = 0.19 mm for gap and

0.077× 2 = 0.15 mm for flush (at 95% confidence interval).

These values are lower than the values reported in [12] (0.38 mm

for gap and 0.33 mm for flush at 95% confidence interval).

Hence, in terms of measurement performance, the proposed

SLM device is clearly more stable. In addition, the SLM device

is more accurate than manual measuring methods, which are

highly reliant on operator skills.

For a better quantification of the improvement in productivity

of the SLM device, Table VIII shows the average time for per-

forming each measurement task. The SLM device significantly

reduces the cycle time per point measured. Subsequently, the

man-hours required to measure a whole car can be reduced by

1.38 h compared to the manual method being used currently.

Also, the measurement data are stored digitally in the device

and can be transferred to the computer for reporting tasks. Un-

fortunately, we could not find any estimation of the processing

time of the device in [12]. Therefore, we could not establish any

comparison.

TABLE VIII
PRODUCTIVITY ANALYSIS

V. CONCLUSION

A smartphone-based laser triangulation device exploiting

optical laser triangulation to assess G&F on a car body was

presented in this article. The device combined a smartphone

and a 405-nm laser line projector to guarantee the reliability of

the measurement. According to the methodology, a sequence

of images was processed by the laser extraction algorithm to

detect the laser profiles. The algorithm outputted a new binary

image that was passed to the feature point selection algorithm to

identify the correct extreme points. With these pixel positions,

the G&F measurement algorithm estimated the number of pixels

in the cross section and outputted the G&F dimensions. A

statistical analysis demonstrated that the average error is small,

demonstrating the accuracy of the measurement. Furthermore,

the device presented in this article compares favorably to other

methods in the literature. For the experiments in this article,

a working prototype of an SLM device was made using an

Apple iPhone X. However, implementation of other smartphone

models is possible.

The main drawback of the proposed SLM device was the

structure that holded the triangulation setup. As smartphone

size varies considerably, the structure may need to be adjusted

to compensate for the change in dimensions. A more flexi-

ble and convenient structure that could accommodate different

smartphone dimensions was needed. Additionally, tests were

performed in an outdoor environment where the illumination

was saturated by strong ambient light. The tests concluded that

the system does not work in outdoor cases, which is another

drawback of the SLM system.
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