
2017 International Conference on System Science and Engineering (ICSSE) 

Scene Recognition in Traffic Surveillance System 

using Neural Network and Probabilistic Model 

Duong Nguyen-Ngoc Tran*, Long Hoang Pham*, Ha Manh Tran, and Synh Viet-Uyen Hat, Member, IEEE 

Abstract- In the traffic surveillance system (TSS), there are 
many factors affect the qualities of the result. Through practical 
application, it is difficult to determine which scene changing 

during the day period, from the daylight to nighttime, the 
conversion of the sunny and overcast, wet and dry scene. 
However, there have been no controlled studies which illustrate 
the method to distinguish environment scene, which is the 
one of six main challenges in TSS. Therefore, this paper 
presents the method to detect and recognize the change of scene 
during all-day surveillance; Thus, TSS adopt the recognition 
to determine the appropriate method for each scene, for 
increasing performance. Our recognition model is based on 
the combination of the CIE-Lab color space and the histogram 
of the region-of-interest (ROI) in each frame, which used for 
extracting the feature for the Feed Forward Neural Network 
to perform the detection. In the experiment section, our results 
show that the benefits of our proposed method in the real-world 
traffic surveillance system. 

Keywords- scene recognition, traffic surveillance system, 
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I. INTRODUCTION 

Traffic surveillance system (TSS) has become a crucial 

tool for many intelligent traffic systems. As progress have 
been made in the field of computer vision and image process­

ing [1], TSSs have been targeting to obtain an understanding 
of the traffic flow through extracting information (counts, 

speed, vehicle type, and density) [2], [3]. The camera used 

as the sensors takes a large variety of advantages; However, it 
faces a couple of challenges as well. The challenges include 

incompatible outdoor scenes because of the changing envi­

ronment conditions. To consider these challenges, specialized 
techniques can be proposed to deal with specific conditions. 

Therefore, a vision-based system should be capable of detect­
ing the current outdoor condition of the surveillance video or 

stream and determine the best method for the situation. The 

knowledge obtained by these systems can provide decision 
supports regarding traffic managements and urban planning, 

and enhances the reliability of the system. 

Over the past decade, a significant amount of works 
has been done to make the TSSs cope with a wide range 

of outdoor environments. Each outdoor condition demands 
variety of handling process. Therefore, vision-based traffic 

surveillance systems require the ability to observe the current 

outdoor environment, for which the daytime (clear sky, 
overcast, and rain) modules or nighttime modules should be 

performed. At the moment, there are several works done 

for recognition the outdoor conditions. For the nighttime 
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Fig. 1. Illustration of four typical outdoor scenes captured from a 
surveillance cameras. (a) Overcast. (b) Clear sky. (c) Rain. (d) Nighttime. 

surveillance videos, the headlight is the important features. 

In [4], they use separated low-level modules to determine 

the daytime and nighttime conditions. The vehicles at night 
are tracked by executing headlight paring using template 

matching the image frames with the codebook, which was 
resized to the respect of the image regions. More headlight 

pairing method can be found in more recent research [5]­

[8]. Additionally, besides suing pair headlights to determine 
if daytime or nighttime, the work [9] examine the average in­

tensity and the red, green, and blue (RGB) color components 

in the surveillance frame. The work observes that the average 
intensity has a tendency of being lower and the deviation 

of each RGB color component tend to be small at night. 
Using two thresholds for histogram intensity and variation 

of the color component, they choose the proper procedures 

for TSS. One such scenario is the detection and classification 
of vehicles in daytime [10]; they only work on the overcast 

condition to detect and tracking the vehicle. In the overcast 

condition, the vehicle has no shadow go along with; There­
fore, the object extracted by segmentation has the exact size 

and using the street observation zone, they extract the vehicle 
types and its speed. In the presence of shadows created by 

different lighting conditions [11], the outdoor environment in 

the condition is a clear sky. By shadow detection, the process 
classifies the moving pixels as shadow points based on their 

appearance with respect to the static frame. The challenge in 

the shadow detection is the misclassified the moving object 

(vehicle) as the moving shadow. They introduce the Sakbot 

aims to solve the under-segmentation problem. The method 
analyzes pixels in the Hue-Saturation-Value (HSV) color 

space, for which they can separate the chromaticity and 
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Fig. 2. Illustration of the dual sampling regions approach. (a) The detail of 
the dual sampling regions. The green part represents the observation zone. 
The pink area represents the sky region. (b) The original frame. (c) The 
watershed segmentation for getting the sky region. (d) The manual setting 
observation zone. (e) The combination of the sky region and the observation 
zone. 

luminosity explicitly. Others proposed methods to remove 
vehicles's reflections on the wet road in rainy conditions. 

The main point of the process is to detect and remove the 
reflected areas in the input frame. In the rainy conditions, 

the light intensity is low, the difference between shadow 

pixels (reflected pixel) and normal ones is low, which leads to 
failing to distinguish the shadow region and vehicle. In [12], 

they propose a combined technique to remove both vague 

and hard shadows in a single image. However, the resulting 
image still contains halos and the areas around the shadow 

edge would have unnatural artifacts. To improve the remove 
reflection, in [13], the method uses the combination of Lab 

and HSV color spaces. They focus on L and H channels 

by combining the values, a certain threshold extracted from 
the practical experiment would determine reflection or object 

pixel. In addition, one challenge in the rainy condition is 

that the headlight reflection occurs in low lighting conditions 
while the vehicle runs on the wet road. They used the pair 

headlight while checking whether one is above the other 
with a reasonable amount of displacement. As can be seen, 

these studies have proven to work well in their specific 

defined scenarios. However, in real-world surveillance, the 
outdoor scene can change drastically from overcast to sunny 

or rainy, or from daytime to nighttime. There have been little 

studies on a mechanism to recognize the gradually changing 
environment, from which algorithms can be interchanged and 

applied to appropriate scenes throughout all-day surveillance. 

This problem hinders the autonomous capability of TSSs and 
reduces the performance of vehicle detection and classifica­

tion. 

In this paper, we present a scene recognition algorithm that 
provides TSSs with the ability to adapt different algorithms 

to all-day surveillance. The proposed method detects and 
classifies outdoor surveillance scenes into four types (Fig. 1): 
overcast (OC), clear sky (CS), rain (RA), and nighttime (NT). 

To accurately determine the scene, we create a scene feature 
model consisting of the histogram of RBG color space and 

the probability model of CIE-Lab color space. We then use 
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a feedforward neural network (FFNN) to train a dataset of 

several all-day surveillance videos. The trained FFNN has 
been validated with the real-time video stream from the 

surveillance cameras in Ho Chi Minh City, Vietnam. Early 
experiments have shown promising results with the accuracy 

of 87.38%, 90.85%, 86.7%, and 96.81 % for overcast, clear 

sky, rain, and nighttime respectively. 
The remainder of this paper is organized as follows. In 

Section II, we present the detail of the proposed method. 

The benchmark results to corroborate the advantages of the 

new method is described in Section III. For more detail, we 

show the qualitative performance in Section III-A to prove 

to the efficiency of the method and the time-consuming in 

Section III-B to make a point that the TSS would run in 
real-time include the proposed method. Finally, Section IV 

summarizes the proposed method and concludes this paper. 

II. THE P ROPOSED METHOD 

A. Dual Sampling Region 

In this section, we introduce our approach and its imple­
mentation. From the dataset, two observations can be made: 

the camera field-of-view (FOV) contains both the sky part 

and the road: 

• Sky region: the color intensity of the sky is distinguish­
able between daytime and nighttime. 

• Observation zone: the road surface has different lumi­
nosity between overcast, clear sky (cast shadows), and 

rainy weather (reflection). 

For the dual sampling regions, as shown in Fig. 2, con­

sisting of an observation zone and a sky region is applied. 
The observation zone can be obtained as suggested by [10]. 

The observation zone is the area on the input frame that 

after consecutive images the size of vehicles does not change 
sharply. In order to determine the zone, we use both optical 

flow and statistical estimation. One of many methods of 
optical flow described in [14] is lane detection, from which 

we can determine the left and right border lines. To specify 

the top and bottom borders, we track the vehicle throughout 
the input frame along with their sizes and location; then we 

approximate the second derivative to measure the min of 

function size-location [15] (Fig. 2d). 
Additionally, it is a common practice to get the sky 

region using watershed segmentation in combination with the 

horizon line [16]-[18]. To specify the region, the watershed 

segmentation method extracts the sky region from the input 
frame, which results in the binary image. The white pixels 

represent the sky, and the black ones are not belonging the 
region. The Fig. 2c shows the result of the segmentation; the 

pink region is the sky region we mention above. Additionally, 

the main reason for covering all the sky is that the small part 
could make the wrong decision. For example, the sun could 

overshadow by the cloud, which makes the overcast scene; 

However, in the other time, the cloud changes to position 
and the sun continues shining, the scene in this situation is 

the clear sky. Therefore, the small sky region could cover 
the small part, in this case, the part is a cloud, which results 

in false predictions. 

Authorized licensed use limited to: Sungkyunkwan University. Downloaded on June 13,2022 at 08:54:25 UTC from IEEE Xplore.  Restrictions apply. 



2017 International Conference on System Science and Engineering (ICSSE) 

Overcast Clear sky Nighttime Rain 

2 

3 

4 

Fig. 3. Frames captured from five difference cameras in the Traffic 
Surveillance System at the same time on Vo Van Kiet Avenue, Ho Chi 
Minh City. The first column is show the camera in the overcast condition. 
The second column is in the clear sky. The third column is in rain, and the 
last column is in nighttime. 

B. Scene Model 

In our approach, we extract features from the background 

image obtained using the algorithm in [19]. In the sky region, 

we evaluate the scenes based on the histogram on the RGB 
color space. The histogram of the sky zone is suitable to 

detect the daylight and nighttime. All the traffic surveillance 

camera always have sky (Fig. 2); Therefore, the feature 
gotten from sky always be cogitate in training. 

In the observation zone, we use the CIE-Lab color space. 

In the CIE-Lab color space, L stand for the lightness inten­

sity; a and b stand for the average color, from which, we 
calculation the mean of ab value to model the change of the 

illumination. The shadow and overcast have their own range 

value; therefore, the mean of ab is the primary value when 
training data as shown in Eq. 1: 

(1) 

where K is the number of pixels in observation zone; j.£L, 
j.£a, and j.£b is the mean color value of all pixels; O'L is the 

standard deviation of color value. 

To determine the occurrence of shadows in the current 
frame, the sum of j.£a and j.£b is less or equal than the T (Eq. 

2). 

j.£ab 
= j.£a + j.£b :s; T (2) 

{ 255, if PL :s; j.£L - O'L/3 
Pshadow = 

0 
(3) 

where T 
= 250 based on practical experiments, 

In addition, to get the shadow frame in binary image, the 

pixel which have the L color less or equal then j.£L - O'L/3 
For the determinant of the rainy scene, we use combination 

of j.£ab on the observation zone and the histogram in sky 

region. 

C. Feed Forward Neural Network 

Feed forward neural networks are preferably appropriate 

for modeling relationships between input variables or set of 

predictors and response or output variables. Otherwise stated, 
they are suitable for any practical mapping problem which 

shows how a number of input variables affect the output 

variable. The feed forward neural networks are the most 
widely studied and used neural network model in practice. In 

our approach, we feed the neural network with the features 
extracted from the scene model section above. Each camera 

has to train individually, because the size of the sky region, 

the observation zone is different from others. Moreover, the 
building alongside the road could affect the result, specially 

the clear sky and the overcast scene. The weight in result 

of the FFNN should be updated once per week to make the 
point that the annual weather could not lower the positive 

rate of the decision. 

III. EXPERIMENTS AND DISCUSSION 

A. Quantitative Evaluation 

In this section, we show the evaluation of our approach 
and prove the benefit of the method for the TSS. We evaluate 

the proposed method on the datasets captured on the Vo 

Van Kiet Avenue in the Ho Chi Minh City, Viet Nam. The 
videos were recorded at several locations from single pole­

mounted cameras with the frame rate of 30 fps and the 
resolution of 640x360. Moreover, we also performed online 

testing with the video stream. The cameras should be from 

along the avenue to avoid that the local outdoor environment 
affects the detection. The scene of the camera for testing 

illustrates in Fig. 3, each row represents for each camera 

in the experiment, and the columns show the cases in each 
scene: overcast, clear sky, nighttime, and rain. 

Table I shows the results of quantitative evaluations, each 
row corresponds the same order row in Fig. 3. The first 

three cases are recorded, and the last one is online video 
stream. The measure approach is mentioned in [20]. The 

accuracy of recognition via three videos were more than 
85%, especially, the night time were more than 95%. For 

the testing in real-time dataset, the accuracy was lower than 

running from captured video; However, the deviation was 

just approximately 5%. 
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As can be seen in Table I, the result of the clear sky 

and nighttime scene get the better result than the rain and 
overcast scene. The overcast scene happens when the cloud 

that passed across and nearly covers the sky. In some case, 
the great cloud that almost darkened the sky which makes the 

method wrongly detect the nighttime instead of the overcast, 

or the time of cloud covering the sky is too short; the feature 
was not clear, then the method recognizes the clear sky as an 

alternative. The rainy scene got the lowest results in Table I. 

Because the rainy scene always comes with the thick cloud 
with a gloomy sky that leads to mistakenly detect the night 

as a substitute. Moreover, the shadow rain, which makes the 
reflection on the road, could be confused with the clear sky 

scene. 
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TABLE I 

QUANTITATIVE EVALUATION 

Case 

2 

3 

4 

Groundtruth 

Result 

Accuracy(%) 

Groundtruth 

Result 

Accuracy(%) 

Groundtruth 

Result 

Accuracy(%) 

Groundtruth 

Result 

Accuracy(%) 

Average accuracy(%) 

B. Speed Evaluation 

OC 

1000 
935 
93.5 

1000 
893 
89.3 

1000 
874 
87.4 

1000 
793 
79.3 

87.38 

CS 

5000 
4680 
93.6 

3000 
2856 
95.2 

3500 
3361 

96 

1000 
786 
78.6 

90.85 

RA NT 

500 3500 
423 3412 
84.6 97.5 

600 3500 
553 3364 
92.2 96.1 

600 3000 
546 2927 
91 97.6 

300 2000 
237 1921 
79 96.05 

86.7 96.81 

In this section, we illustrate the speed performance of the 

proposed approach. Because the scene estimation is one of 
the processes in TSS, the non-functional requirement of the 

method is that the speed must be taken as short as possible. 

According to experiments, the numbers of frame per second 
we execute the method in each case is high. As can be seen 

in Fig. 4, the uppermost is 130, and the lowermost is 110. 

There are some factors affect the time-consuming, and the 
following part will explain. 

The speed performance of the proposed method is condi­

tional on the magnitude of the sky region and the observation 
zone. As can be seen, the first and the fourth cases observe 

the small streets and the narrow part of the sky; Therefore, 

the highest speed is in those cases. With the sky, regions 
cover nearly one-third of the frame, and the observation 

zones are double with two cases above, the second, the 

third, and the fifth cases take more time for processing. To 
conclude, the running time of the proposed is satisfied for 

performing in real-time with other processes in TSS. 

IV. CONCLUSION 

For an intelligent traffic surveillance system, it is crucial 

point that the system should be able to determine different 
scenes and outdoor traffic conditions. In the paper, we 

illustrate the method to detect and recognize the scene of 
the environment (overcast, clear sky, rain, nighttime). Our 

most significant contribution to this study is that the traffics 

surveillance system uses our method to handle the suitable 
method running in real-world (motion segmentation, vehicle 

tracking and classification). The novel approach using Feed 

Forward Neural Network with CIE-Lab color space and his­
togram feature has shown the improvement in performance 

over running real-time system. Base on the proposed method, 
the future studies is that the technique can give more detail 

the anomaly scene such as rush-hour [21], accident [22], 
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Fig. 4. Speed Evaluation from the experiment. The x-axis presents each 
case for testing, and the y-axis describes the running time. The columns 
show the frame rate for each case. 

raindrop-tampered [23], ... , and the transition time between 

scenes. 
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