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Abstract—The dimensional inspection of the gap and flush 

(GF) created by two different surfaces has been a long-

standing and challenging field of research. In this paper, a 

novel mobile vision-based measurement system has been 

developed with the goal to detect and measure the gap 

accurately. ArUco markers have been attached to two planar 

surfaces. A sequence of images is captured, and the 3D 

information of markers are estimated. The flush is the 

difference between the depth information obtained from the 

markers, while the width can be converted from the image 

using the pixel resolution computed from the marker’s 

physical size. A working prototype of the proposed method 

has been implemented and extensively evaluated on synthetic 

gaps. The experimental results validate the robustness and 

applicability of the proposed method in a real-world 

environment. 

Keywords— ArUco marker; image processing; gap flush 

measurement 

I. INTRODUCTION 

The measurement of the gap and flush (GF) between two 

planar surfaces has been a well-established and constant problem 

in many sectors of research and industry, for instance in 

automobile manufacturing or construction [1, 2]. However, the 

GF measuring process is still performed using mechanical 

devices: feeler gauge or taper welding gauge, which is not only 

subjected to high human errors but is also tedious and time-

consuming which results in high labor costs. While in some 

areas, microscopic inspection of the gap is performed using 

special tools like laser-based, ultrasound-based, or electrical-

based sensors. These tools are expensive and required regular 

maintenance which adds up tremendously to overall operation 

cost. 

 Smartphones have been utilized as versatile digital 

instruments for various applications [3-6] because they have 

cameras, an operation unit, and various inertial sensors in a self-

contained package that is cheap, easily affordable, and accessible 

by most researchers and practitioners. 

In this paper, a mobile vision-based gap-measuring system 

has been developed using only images acquired by a smartphone 

camera. The proposed method combines techniques of computer 

vision and fiducial markers to detect GF automatically in images 

and techniques of pose estimation and statistical estimation to 

measure the GF. The main contribution and novelty of the 

proposed approach lie in the use of smartphones and ArUco 

markers to identify and measure GF in real-time. Moreover, the 

use of ArUco markers [7-9] placed on the measured gap as the 

features for both identification and measuring intro- duces an 

improvement over the drawback of non-robust and 

computationally intensive processing of previous vision-based 

methods. Also, the proposed method relies on the idea that the 

camera 3D pose, given it is calibrated, can be estimated from 

markers four-corners [7], hence providing monocular cameras 

with the deep-sensing capability and thus allowing the possibility 

of flush measuring by differentiating the depth readings between 

a pair of markers. Several experiments were conducted in a 

controlled environment and the results are compared with the 

manual inspection method. 

The paper begins by describing the related works in Section 2 

discusses the proposed method which includes the GF detection 

algorithm and the GF measurement algorithm. Section 3 gives an 

exhaustive analysis of the experimental results. Finally, Section 

4 presents the conclusion. 

II. THE PROPOSED METHOD 

A. Gap and Flush Detection 

The image processing comprises several steps aimed at 

detecting the gap edges and extracting the gap points from them. 

While the image analysis is not a novel contribution, the gap 
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points detection is a new approach specifically designed to use in 

combination with the ArUco markers. 

First, the captured image is converted from an RGB image 

into a grayscale image. Then median filtering with a kernel 

window of 5×5 is applied over the image. The pixels in the kernel 

window are ranked according to the pixel value and then 

selecting the middle value of the group as the output pixel. From 

Fig. 1b and c, the median filtering can remove strong and isolated 

noises while maintaining the sharpness of the most prominent 

contours in the image. 

Second, the edges are extracted using Canny edge detector. 

The low and high thresholds of the image are determined by: 

 

 
(1) 

where , and  is the median value of the image. The 

edge image can be found in Fig. 1c. The contour extraction is 

performed on the edge image using the Suzuki and Abe’s border 

following algorithm [10]. It produces a set of image contours as 

shown in Fig. 1c. Then, a polygonal approximation is performed 

using the Douglas-Peucker algorithm [11]. Since gap edges are 

mostly straight lines, when enclosed in a rectangular contour, 

these are approximate to long and narrow four-vertex polygons. 

Meanwhile, markers contours can be approximately square 

polygons. A ratio function  is introduced to classify each 

contour into either marker contours or gap line contours as 

follow: 

 

 

(2) 

where M and L denotes the set of marker contours and gap lines 

respectively.  and  are the length and width of the 

bounding box of each contour  respectively. Using  

the gap edges can be obtained as shown in Fig. 1d. 

Fourth, ArUco marker detection, which is a well-defined 

process in the literature [7-9], is applied to identify the markers 

from the extracted candidates in prior step and obtain their 

locations in the image. Each identified marker is further 

simplified as an array of 5 points  where 

 is the center point and the rests are the four corners. The 

detected ArUco markers are illustrated in Fig. 1e. 

Finally, gap points extraction is extracted from the set of line 

contours L. For that purpose, a line is projected by connecting 

markers centers. Let denote this line as . The 

interception between  and each gap line  

will result in a gap point  with: 

 (3) 

Ideally, two gap points are extracted for a gap; however, in some 

cases, the gap points of the internal edges are also detected in the 

image as shown in Fig. 1f. In these cases, only the outermost gap 

points are considered valid and the inner gap points are discarded. 

The final results in this step is illustrated in Fig. 3g. 

B. Gap and Flush Measurement 

The proposed GF measurement method consists of two steps: 

calculating width value using pixel resolution and estimating 

flush value using pose estimation. The gap is estimated from the 

pixel resolution multiplied by the number of pixels between the 

gap points detected by the GF detection algorithm.  

 (4) 

where  is the gap measurement, x and y are the coordinates of 

the gap point,  is the pixel resolution. The pixel resolution can 

be obtained through markers, by calculating the ratio between the 

known physical dimension and the detected pixel dimensions. 

Meanwhile, the flush is computed from the difference in depth 

between the two surfaces. In the case of a monocular camera, 

depth sensing capability is possible by utilizing the pose 

estimation algorithm. Let us first define two coordinate systems: 

the camera ( ) and the image coordinate ( ) systems. Since 

smartphone cameras also follow the pinhole camera mode, the 

imaging process is typically modeled by a perspective transform. 

In this model, a point  in the 3D camera 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

 

(g) 

Fig. 1: GF detection algorithm. a) Input image. b) Edge detection results on the input image. c)  Edge detection results on the 

median filtered image. d) Gap line extraction. e) ArUco markers detection. f) Detecting all possible gap points. g) Final 

results of GF detection. 
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coordinate system is mapped to a point  in the 2D 

image plane following the matrix-vector product formula: 

 (5) 

where  are the intrinsic parameters obtained from 

the camera calibration process as shown in Fig. 2c.  are the 

focal length in x- and y-axis (in pixels) and  are the 

coordinates of the principal point (i.e., the center) of the image 

plane. 

From Equation (5), estimating the pose of a 3D object means 

finding six numbers, three for translation and three for rotation. 

Equation (5) can be solved using the Infinitesimal Plane-based 

Pose Estimation (IPPE) method [12]. IPPE method is a 

straightforward, computationally efficient solution to compute a 

planar object 3D pose from a single image from four points 

correspondences. Now, to estimate the flush value, we extracted 

translations in z-axis ( ) of both markers poses and calculated 

the absolute difference between them: 

 (6) 

where  and  are the translation vector of two detected 

markers respectively. 

III. EXPERIMENT AND DISCUSSION 

A. Experimental Setup 

The experimental setup consists of a smartphone (Apple 

iPhone 7) implementing the GF detection and measurement 

algorithms. A user interface, as shown in Fig. 3, was 

implemented to help the user perform the measurement easily. 

ArUco markers are printed on sticky label paper and attached on 

the testing specimen as shown in Fig. 2a. The testing specimen’s 

gap and flush can be adjusted. The ground-truth values of GF 

were measured using a digital flush gauge and a digital vernier 

caliper with an uncertainty of ±0.01 mm. The experiments were 

performed indoors with constant lighting conditions. 

In order to measure the GF, it is necessary to know the camera 

pixel resolution and intrinsic parameter. A camera calibration 

routine [13] using a chessboard of ArUco markers was 

performed. From a sequence of images of the chessboard in 

different positions and orientation, the toolbox returns the 

estimated parameter. The toolbox outputs many parameters, such 

as the intrinsic matrix of calibration, lens distortion, and others. 

However, for this paper, the only needed parameter is the 

intrinsic matrix. However, note that this value is used without any 

loss of generality and if a new camera was to be used, a new 

calibration procedure must be performed. 

 

B. Results and Discussion 

To assess the accuracy of the GF measurement algorithm 

proposed in this paper an evaluation had to be performed. 

Therefore, several specimens with known dimensions were 

scanned with the apparatus to obtain a quantitative assessment of 

the accuracy. The resulting measurements were then compared 

to the actual dimensions. The results of this comparison is shown 

in Table 1. The first column is the number of the measure object. 

The next six columns show the actual gap value, the mean of the 

measured gap, the standard deviation, the standard uncertainty, 

the absolute error between the mean and actual gap, and finally 

the relative error, respectively. The next six columns are the 

Fig. 3: The user interface of the GF detection and 

measurement algorithm 

 
(a) 

 
(b) 

 
(c) 

Fig. 2: a) The experimental setup. b) Definition of 

gap and flush between two planar surfaces. c) The 

calibration board using series of ArUco markers. 
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similar for the flush measurement. The evaluation results 

presented in Table 1 imply that the accuracy of the GF detection 

and measurement is high enough to distinguish between typical 

GF between two planar surfaces which are assumed to have a 

minimal difference of 0.5 mm. The uncertainty of the 

measurement process is determined by the worst-case value: 

0.011 mm for gap and 0.028 mm for flush. A statistical analysis 

demonstrates that the average error is small, demonstrating the 

accuracy of the measurement. 

IV. CONCLUSION 

This paper presented a new methodology to detect and 

measure GF using smartphone and ArUco markers. The 

proposed method allows for allows for quick and accurate 

measurement in workplaces that requires constant inspection of 

gaps between two planar surfaces. According to the method, a 

sequence of images is captured using the smartphone. The 

algorithm receives images as inputs and outputs a new image that 

highlights the ArUco markers and gap points. Then the markers 

poses are estimated using camera intrinsic parameters and the 

flush value is calculated from finding the difference between the 

poses of two markers. The gap is estimated by counting the 

number of pixels between the gap points multiplied with the pixel 

resolution obtained using the marker dimensions. The statistical 

analysis demonstrates that the error is small on average 

permitting the accurate measurement. 
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TABLE 1: Results from GF Measurement of the Specimen. 
 GAP FLUSH 

# GT 

 

(mm) 

Mean 

 

(mm) 

Std. 

Dev. 

(mm) 

Std. 

Unc. 
(mm) 

Offset 

 

(mm) 

Rel. 

Err. 

(%) 

GT 

 

(mm) 

Mean 

 

(mm) 

Std. 

Dev. 

(mm) 

Std. 

Unc. 

(mm) 

Offset 

 

(mm) 

Rel. Err. 

(%) 

1 2.500 2.539 0.003 0.001 0.039 1.56 2.500 2.431 0.025 0.008 0.069 2.76 

2 2.600 2.652 0.030 0.010 0.052 2.00 2.600 2.652 0.088 0.028 0.052 2.00 

3 2.700 2.748 0.004 0.001 0.048 1.78 2.700 2.731 0.084 0.027 0.031 1.15 

4 2.800 2.860 0.000 0.000 0.060 2.14 2.800 2.749 0.054 0.017 0.051 1.82 

5 2.900 2.840 0.004 0.001 0.060 2.07 2.900 2.937 0.072 0.023 0.037 1.28 

6 3.000 2.949 0.003 0.001 0.051 1.70 3.000 3.087 0.042 0.013 0.087 2.90 

7 3.100 3.080 0.000 0.000 0.020 0.65 3.100 3.047 0.040 0.013 0.053 1.71 

8 3.200 3.162 0.004 0.001 0.038 1.19 3.200 3.226 0.043 0.014 0.026 0.81 

9 3.300 3.299 0.003 0.001 0.001 0.03 3.300 3.394 0.041 0.013 0.094 2.85 

10 3.400 3.361 0.035 0.011 0.039 1.15 3.400 3.464 0.056 0.018 0.064 1.88 

11 3.500 3.542 0.026 0.008 0.042 1.20 3.500 3.435 0.024 0.008 0.065 1.86 

 Worst-case 0.035 0.011 Avg. 1.41 Worst-case 0.088 0.028 Avg. 1.91 
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