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Abstract 
 

Many successful deep learning networks for 

object detection have been proposed in recent years, 

but direct comparison is difficult due to different 

resolutions, training validation data, and 

frameworks used to train these networks. In 

particular, we use DRIVE PX2 as a reference 

computing platform, which is manufactured by 

NVIDIA Corporation for development of 

autonomous vehicles and evaluate the performance 

of methods of autonomous driving on ARM-based 

embedded processing cores and Tegra-based 

embedded graphics processing units (GPUs).  
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1. Introduction 
 

Autonomous vehicle navigation to a given 
destination and advanced driver support will be one 
of the next great milestones for the automotive 
industry. The discovery and implementation of 
appropriate algorithms are integral parts of meeting 
this challenge. These facts led to attract several 
researchers and automakers to focus on the 
evolutionary process of the automotive industry, 
where the development of Advanced Driving 
Assistance Systems (ADAS) will allow the 
technology to mature and gradually lead to the 
development of autonomous vehicles. Perception 
techniques, and more precisely those related to lane 
detection, are not only a first step towards semi-
autonomous driving but will then open the way to 
fully advanced automated vehicles. However, there 
are some challenges in the development and 
inference of available deep learning model into the 
edge device: 

1. The higher accuracy model would require a 
more powerful processing device, and a large 
internal memory. 

2. The deep learning model must be run stably on 
a small device over a long time. 
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3. The implementation step must balance the 
dilemma between accuracy detection and speed 
performance.  

To meet the computational demands of deep 
learning applications, supplier offerings are usually 
based on various application-specific integrated 
circuits (ASICs) such as field programmable gate 
arrays (FPGAs), or on digital signal processors 
(DSPs) or graphics processing units (GPUs). Since 
GPUs are proprietary systems, the vendors generally 
do not disclose internal information. The prerequisite 
for setting up the emulation environment is the 
extraction of intrinsic properties from real hardware. 
In this study, we use the embedded computing 
platform marketed by NVIDIA as the DRIVE PX 
Parker AutoChauffeur. The PX2 incorporates 
multicore processors along with multiple GPUs to 
accelerate computer vision (CV) applications. To 
conclude, we illustrate a summary of the 
contributions as follows: 

1. We modify state-of-the-art object detection 
methods and make them more efficient and suitable 
for Drive PX2.  

2. We show the time-consuming comparison 
between the methods. 

 The remainder of this paper is organized as 
follows. In Section 2, the related works will be 
discussed. The detail of the experimental method is 
described and discussed in Section 3. In Section 4, 
the authors show qualitative results and benchmark 
results to corroborate the advantages of the new 
method. Conclusions are drawn in Section 5.  
 
2. Related work 
 

 
Figure 1: NVIDIA Drive PX2 AutoChauffeur 
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A modern detector is usually composed of two 
parts: a backbone that is pre-trained on ImageNet, 
and a head is used to predict classes and bounding 
boxes of objects. A high performancehigh-
performance computer could run the backbone as 
VGG [1], ResNet [2], or DenseNet [3].  For the small 
and edge devices, their backbone could be small such 
as SqueezeNet [4], MobileNet [5], or ShuffleNet [6]. 
For the head part, it is usually classified into two 
types, i.e., one-stage object detector and two-stage 
object detector. The most representative two-stage 
object detector is the R-CNN [7] series. It is also 
possible to make a two-stage object detector an 
anchor-free object detector, such as RepPoints. As 
for the one-stage object detector, the most 
representative models are YOLO [8], SSD [9], and 
RetinaNet [10].  

In some cases, models should run based on the 
support of the development company, such as the 
version of operation, driver software, and the open 
source of the community. Specifically, we must build 
all of the framework and open source for testing on 
the old operation system and NVIDIA Driver if the 
company and community discontinue support.  
 
3. Methodology 
 

In this section, we provide detailed descriptions of 
our hardware platform, the DRIVE PX2 [11], the 
deep learning models, and the details of input image. 

 
3.1. Architecture 
 

For deep learning development in a practical way, 
NVIDIA shows that their device is more advanced in 
both training and inference [12]. Beside the Jetson 
device for research and testing, they offer the Drive 
device, which has a discrete GPU for processing, 
which will not affect the operation system while 
inferencing the model. NVIDIA Drive PX2 is a 
computing platform for autonomous driving, which 
promises a powerful and easy-to-develop platform 
for algorithm research and rapid prototyping. In the 
AutoChauffeur configuration, it consists of two 
Parker SoCs, two discrete GPUs (dGPU) and an 
Aurix TC297. Each Parker has one smaller 
integrated GPU (iGPU). Some relevant differences  

Figure 2: Speed performance of all methods on 
Drive PX2 

 
can be found in Table 1. The PX2 contains two 
identical and independent “Parker” systems on a chip 
(SoCs), called Tegra A and B, connected by a 1 
Gbps Controller Area Network (CAN) bus. We show 
one of the identical halves of the PX2. Each SoC 
contains six CPUs (four ARMv8 Cortex A57 cores, 
two ARMv8 Denver 2.0 cores), and an integrated 
Pascal GPU (iGPU). Each Parker SoC also connects 
to a discrete Pascal GPU (dGPU) over its PCIe x4 
bus. While the iGPU and CPU cores share main 
DRAM memory, the dGPU has its own DRAM 
memory. Memory transfers between CPU memory 
and dGPU memory use the PCIe bus. The remainder 
of this paper, including the design descriptions and 
evaluation experiments, use only one of the PX2’s 
two independent systems: iGPU vs. dGPU. As 
previously mentioned, the PX2 has two types of 
GPUs – the iGPU and the dGPU – using the same 
Pascal architecture. While they share an architecture, 
they share little else. Consider their specifications as 
shown in Table 1. The dGPU has more cores, faster 
memory, and a larger L2 cache. The iGPU lags 
behind, advantaged only by its access to the larger, 
albeit shared, main memory DRAM banks. In this 
paper, we consider and use the Drive PX2 for testing 
and a benchmark current state-of-the-art method, 
which are flexible in the covert model for 
implementation the in-edge device. The Drive PX2 
has two main boards, each board has two GPU 
processes for running a Linux OS and running the 
application, which is shown in detail in Table 1. In 
the Drive PX2, operation system is Ubuntu 16.04, 
CUDA 9.2 and CuDNN 5. 
   
3.2. Models 

Beside the Jetson version in NVIDIA, which is 
supported annually, the Drive PX2 is rarely upgraded 
to the new version of both the operation system and  

Table 1: Detail of Drive PX2 iGPU and dGPU 
 Integrated GPU 

(iGPU) 
Discrete GPU 

(dGPU) 
Computing 
units 

256 CUDA 
Cores 

1152 CUDA 
Cores 

Accessible 
memory 

6668 MBytes 3840 MBytes 

Memory 
bandwidth 

≈50 GBytes/s ≈80 GBytes/s 

Shared L2 
cache size 

512 KBytes 1,024 KBytes 
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a) v5_512 b) v5_1920 

c) D7_512 d) D7_1920 
Figure 3: The visualization result of EfficientDet and 

YOLOv5 in 512 and 1920 resolution input image. 
 
the driver of CUDA and TensorRT. We must build 
and compile the framework and open source for 
testing. For the EfficientDet, Mobilenet, R-CNN, we 
used the Tensorflow 2.2.0 framework built from the 
source, after upgrading the GCC from 5.4 to 7.3. For 
the YOLOv5, we run it on Pytorch 1.5.1. Lastly, for 
the YOLOv2, YOLOv3, and YOLOv4, we compile 
the Darknet.  
 
3.3. Datasets 

 
 We consider several images of varying resolution 

from 512, 640, 712, 863, 1024, 1536, and 1920 of 
KATECH (Korea Automotive Technology Institute). 
The purpose for the various resolutions in the input 
image is that the current camera stream has various 
sizes, which is based on the bandwidth and the 
processing power of the edge device. For the small 
device or the low bandwidth, we should consider the 
low resolution for a short time consuming in both 
transfer and inferred image. And for the high 
bandwidth connection or the edge device, which has 
a processor capable of handling the heavy loading 
process, we are able to run the high-resolution model. 
The high and low-resolution input image has shown 
the difference in results. Figure 3 shows the number 
of detected objects on different models with the two 
lowest and highest resolutions. 

 
 4. Evaluation 
 

In this section, we show and discuss the 
quantitative and visualization result of the models 
run on Drive PX2. 
 
4.1. Various input size 
 

We consider the Efficient-Det model and Yolo 
model for inference, and present the results with 
various input image sizes without retraining the 
model. As can be seen in Table 3, for the YOLO 
version, only version 2 with the C++ language and  

Table 2: Speed performance of constant input size 
models 

Models PC PX2 
MobileNetV2 23 10 
MobileNetV3 20 9 
Fast R-CNN 16 3 
Mask R-CNN 15 4 
 
version 2 using Python with the Pytorch framework 
could run in high resolution at 1920 x 1920 pixels. 
However, the YOLOv3 and YOLOv4 could reach 
high resolution, because of out of memory  Figure 2 
shows more detail with respect to time consumption 
for each algorithm in Drive PX2. On the other size, 
of the EfficientDet with the Tensorflow framework, 
the latter version, the higher in accuracy. 
Additionally, with the high resolution, the model will 
still run on the Drive PX2. Moreover, for the 
visualization results shown in Figure 3, the bigger 
size results in more detected objects, which is the 
reason we should  consider preprocessing in practice 
aside from the bandwidth and memory of the device.  
 
4.2. Constant input size 
 

The state-of-the-art models have pre-trained 
checkpoints, in which the input image is a fixed size. 
In some cases, we usually convert the model from 
the original lite version, which has fewer parameters 
and smaller size. To compare with the flexible input 
size model, the constant input size shows the 
drawback with respect to the inference with the edge 
device, such as the hard adaption of the hardware 
design in the processor.  
 
5. Conclusion 
 

 In this paper, we illustrated the process of edge 
devices such as Drive PX2 in several state-of-the-art 
autonomous driving methods. We also benchmarked 
the execution speed of these networks on the 
NVIDIA Drive PX2. Furthermore, we showed an 
experimental analysis of some of the main aspects 
that influence the detection accuracy and speed of 
networks. This will help in choosing an appropriate 
method for deploying object detection in the real 
world based on requirements.  
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Table 3:  Speed performance of various input size models. 
 Methods Resolutions 512 640 768 896 1024 1280 1536 1920 

1 YoloV2 PX2 5.50 5.50 4.90 4.30 4.00 3.10 2.10 0.80 
PC 20.10 19.20 15.30 12.10 9.30 6.30 4.60 2.90 

2 YoloV3 PX2 6.50 6.10 5.50 4.00 3.30 OOM OOM OOM 
PC 14.50 10.40 7.60 5.60 4.30 2.80 2.00 OOM 

3 YoloV4 PX2 6.30 6.20 5.30 3.90 OOM OOM OOM OOM 
PC 10.80 10.10 7.40 5.60 4.30 2.90 OOM OOM 

4 YoloV5 PX2 10.31 9.90 8.20 6.80 5.49 3.53 2.62 1.72 
PC 27.03 24.39 22.73 21.28 17.24 12.05 9.90 6.76 

5 EfficientDet-0 PX2 4.66 3.01 2.02 1.46 1.08 0.71 0.45 0.28 
PC 35.25 26.74 21.99 18.31 14.50 10.34 7.50 5.06 

6 EfficientDet-1 PX2 3.57 2.17 1.47 1.11 0.79 0.49 0.34 0.20 
PC 27.65 20.43 17.31 12.78 10.99 7.53 5.54 3.62 

7 EfficientDet-2 PX2 3.19 2.08 1.36 0.96 0.75 0.44 0.30 0.19 
PC 25.26 19.15 15.86 12.22 10.00 6.81 4.99 3.21 

8 EfficientDet-3 PX2 2.28 1.39 0.99 0.67 0.51 0.33 0.21 0.13 
PC 19.89 15.35 10.56 9.11 7.33 5.02 3.59 2.36 

9 EfficientDet-4 PX2 1.77 1.04 0.71 0.53 0.38 0.23 0.16 0.09 
PC 15.51 11.06 8.79 6.76 5.46 3.58 2.58 1.67 

10 EfficientDet-5 PX2 1.25 0.81 0.52 0.36 0.28 0.16 0.11 0.07 
PC 11.95 8.57 6.59 5.02 4.01 2.64 1.88 1.22 

11 EfficientDet-6 PX2 0.94 0.57 0.38 0.27 0.21 0.12 0.08 0.05 
PC 9.50 6.61 4.94 3.74 2.99 1.94 1.38 0.88 

12 EfficientDet-7 PX2 0.92 0.57 0.41 0.27 0.20 0.13 0.08 0.05 
PC 9.44 6.58 4.96 3.76 2.99 1.95 1.38 0.88 
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